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Abstract
Background Alzheimer’s disease (AD) has a significant impact on an individual’s health and places a heavy 
burden on society. Studies have emphasized the importance of microglia in the progression and development of 
AD. Interferon responses and Interferon-stimulated genes (ISGs) significantly function in neuroinflammatory and 
neurodegenerative diseases involving AD. Therefore, further exploration of the relationship among microglia, ISGs, 
and neuroinflammation in AD is warranted.

Methods Microglia datasets from the GEO database were retrieved, along with additional microglia RNA-seq data 
from laboratory mice. Weighted Correlation Network Analysis was used on the training dataset to identify gene 
co-expression networks. Genes from the black module were intersected with interferon-stimulated genes, and 
differentially expressed genes (DEGs) were identified. Machine learning algorithms were applied to DEGs, and genes 
selected by both methods were identified as hub genes, with ROC curves used to evaluate their diagnostic accuracy. 
Gene Set Enrichment Analysis was performed to reveal functional pathways closely relating to hub genes. Microglia 
cells were transfected with siRNAs targeting Oas1g and STAT1. Total RNA from microglia cells and mouse brain tissues 
was extracted, reverse-transcribed, and analyzed via qRT-PCR. Proteins were extracted from cells, quantified, separated 
by SDS-PAGE, transferred to PVDF membranes, and probed with antibodies. Microglia cells were fixed, permeabilized, 
blocked, and stained with antibodies for STAT1, then visualized and photographed.

Results Bioinformatics and machine learning algorithms revealed that Oas1g was identified as a hub gene, with 
an AUC of 0.812. Enrichment Analysis revealed that Oas1g is closely associated with interferon-related pathways. 
Expression of Oas1g was validated in AD mouse models, where it was significantly upregulated after microglial 
activation. Knockdown experiments suggested siOas1g attenuated the effect of siSTAT1, and the expressions of STAT1 
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Introduction
AD was prevalent among more than 55 million individ-
uals worldwide in 2024, which was estimated to rise to 
152  million by 2050 [1]. As a progressive neurodegen-
erative disease, AD has a significant impact on an indi-
vidual’s health and quality of life. Elderly patients aged 65 
years and older survive only 4 to 8 years after the diagno-
sis of AD on average [2].

AD is pathologically defined by senile plaques and 
intracellular neurofibrillary tangles(NFTs), comprising 
amyloid-beta(Aβ) aggregation and hyperphosphorylated 
Tau protein [3].

In addition to these hallmark features, neuroin-
flammation is considered a critical component in the 
development of cognitive impairments in AD [4]. This 
neuroinflammation is not simply a secondary event 
caused by the formation of senile plaques or tau aggre-
gation but also actively contributes to the progression of 
AD [5]. Furthermore, recent genome-wide association 
studies suggested that neuroinflammation is a genetic 
risk factor for the initiation and progression of AD 
[6]. Microglia are the main players in neuroinflamma-
tion. They can clear Aβ and remove harmful substances 
through microglial scavenger receptors, phagocytosis, 
and extracellular degradation of Aβ-degrading enzymes 
[7]. Long-term activation of microglia and subsequent 
secretion of pro-inflammatory factors result in structural 
and functional changes. These changes worsen neuronal 
degeneration during the neuroinflammatory response 
[5]. A postmortem analysis of AD patients’ brains also 
revealed that reactive microglia are found colocalized 
with amyloid plaques [8].

Interferon (IFN) response is a crucial element in the 
neuroinflammatory network of AD [9]. Type I IFN 
response in microglia mediates the activation of microg-
lia and synaptic loss in the early stages of beta-amyloi-
dosis [9]. Increased expression of IFNAR and elevated 
Type I IFN signaling lead to enhanced synaptic pruning 
functions in DS microglia, contributing to the progres-
sion of AD [10]. IFN-responding microglia have been 
identified in subpopulations of microglia from single-cell 
RNA-seq studies on the AD brain [11]. Interferon-stim-
ulated genes(ISGs) are a group of genes induced during 
an response that defend against viruses, inhibit cell pro-
liferation, and promote adaptive immunity [12]. In an AD 

model, activated microglia expressing ISGs were found 
surrounding Aβ plaques that contained nucleic acids and 
accumulating age-dependently [12]. While most stud-
ies have concentrated on ISGs in the immunological 
response to IFN, the regulation of ISGs in AD remains 
unclear [13]. This gap underscores the necessity of inves-
tigating how ISGs are regulated in AD-related neuroin-
flammation, which is the focus of this study.

As a branch of artificial intelligence, machine learn-
ing (ML) is widely used in the fields of biomarker selec-
tion, disease diagnosis and prognosis prediction, drug 
development and repurposing [14, 15]. By constructing 
analytical models, key influencing factors are predicted 
or identified from present datasets, which can be fur-
ther used to develop highly sensitive and accurate prog-
nostic prediction models, diagnostic methods, or screen 
effective drugs [16, 17]. Two high performance machine 
learning methods, support Vector Machines-Recursive 
Feature Elimination algorithm (SVM-RFE) and Lasso 
regression analysis were used to screen Hub genes in this 
study.

Network-based analysis is widely used in biological 
fields such as signature gene or molecular recognition, 
drug repurposing and data visualization [18–20]. Among 
them, weighted correlation network analysis (WGCNA) 
is a web-based systems biology approach that analyzes 
patterns of correlation between genes in various samples 
and is able to identify gene modules that are highly asso-
ciated with disease to identify potential biomarkers or 
therapeutic targets [19].

Our study aims to identify the hub ISGs and offer clues 
for important pathological mechanisms in AD. In our 
research, we executed a series of experiments to explore 
the genetics of AD  (summarized in Fig.  1). We applied 
machine learning and WGCNA to pinpoint the hub 
ISGs. Subsequently, we investigated its role in the inter-
feron-related pathway through Gene Set Enrichment 
Analysis. Finally, in vitro experiments as well as in vivo 
experiments were conducted to validate our results. Our 
study indicates that Oas1g functions as a hub ISG in AD, 
potentially downregulating the activation of IFN-β and 
STAT1, thereby reducing the expression of ISGs involved 
in neuroinflammation. These findings further elucidate 
the pathophysiological mechanisms of AD, reinforce the 
link between ISGs and AD, and may provide potential 

and p-STAT1 were elevated. siOas1g could reverse the effect of siSTAT1, indicating that Oas1g potentially regulates the 
ISGs through the STAT1 pathway.

Conclusion We demonstrated that Oas1g was identified as a hub ISG in AD and can downregulate the activation 
of IFN-β and STAT1, reducing the expression of ISGs in neuroinflammation. Oas1g might potentially be a beneficial 
candidate for both prevention and treatment of AD.

Keywords Alzheimer’s disease, Oas1g, WGCNA, Interferon-stimulated genes, Neuroinflammation, Machine learning
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biomarkers or therapeutic targets for the diagnosis and 
treatment of AD.

Materials and methods
Dataset acquisition
Our selection criteria were to include RNA-seq datasets 
of microglia from various AD-related pathotypes and 
wild-type controls. Sequencing data of microglia samples 
of AD mouse were screened from the GEO database, and 
the GSE129296, GSE158153, and GSE181903 datasets 
were filtered and downloaded. Detailed information is 
shown in the Supplementary Table S1. The GSE129296 
dataset contains microglia RNA-seq data from 23 mice 
(11 samples from mice cultured for three months and 
12 samples from mice cultured for 12 months). Data 
from 12-month-old mice were enrolled and contained 
4 wild-type, 4 TAU pathotypes, and 4 APP pathot-
ypes. The GSE158153 dataset contains microglia RNA-
seq data from 30 mice, of which 10 wild-type and 10 
methoxy-X04-negative APP pathotypes were screened. 
The GSE181903 dataset contained 6 microglia RNA-
seq data containing 3 wild-type and 3 TAU pathotypes. 
In addition, microglia RNA-seq data from 6 mice (con-
taining three wild-type and 3 LPS pathotype mice) were 
obtained in the laboratory and deposited to the GEO 
database with accession number GSE261007. GSE129296 
and microglia RNA-seq data from mice obtained in the 
laboratory (GSE261007) were combined into one training 
dataset. GSE158153 and GSE181903 were combined into 
a separate validation dataset. The specific data set can be 
found in online repositories and Supplementary Table S1.

Data processing
After acquiring the training and validation datasets, the 
gene expression matrixes were normalized via the nor-
malize BetweenArrays method in the R package “limma”. 
The acquired datasets were transformed into matching 
gene names according to the probe numbers obtained 
from the platform annotation information. We learned 
from the literature that the “Combat” can effectively 
remove the batch effects caused by different sequencing 
platforms with high accuracy and precision, which makes 
the combined dataset suitable for screening biomark-
ers or constructing genetic signatures [21]. The “Com-
bat” function was used to remove the batch effects and 
merge them into one dataset. Compared with traditional 
dimensionality reduction methods such as PCA, tSNE 
and UMAP showed greater advantages in differentiating 
batch effects and identifying biological groups [22]. Thus 
we analyzed the datasets before and after the removal of 
the batch effects using tSNE and UMAP to verify whether 
the batch effects were effectively removed in training and 
validation datasets, respectively. The random seed was 
set to 1 and perplexity was set to 6 with other default 
parameters. Further, the boxplots before and after the 
removal of the batch effects were blotted. Hierarchical 
cluster analysis was performed using the “hclust” func-
tion in R to distinguish the profiles of the two groups of 
biological samples and to remove outlier samples.

Construction of gene co-expression network
Weighted Correlation Network Analysis (WGCNA) is a 
systems biology method that constructs gene co-expres-
sion networks to reveal functional and co-regulatory 
gene relationships through shared expression patterns 
[23]. The merged training dataset was used to construct 
a co-expression network with the R package “WGCNA”. 
Initially, the sample clustering tree algorithm is used to 
filter out outliers, ensuring the stability of the co-expres-
sion network construction. The gene connections in the 
co-expression network exhibit a scale-free distribution, 
and a soft threshold function is employed to determine 
the optimal soft threshold β. To minimize spurious cor-
relations and noise, the adjacency matrix is converted 
into a topological overlap matrix (TOM). The 1-TOM 
is computed as a crucial biological indicator of network 
interconnectivity and gene clustering distance. Next, a 
dynamic tree cutting algorithm is used to identify gene 
modules. Module eigenvalues (ME) are then calculated, 
and hierarchical clustering is performed. Similar mod-
ules are merged and differentiated by distinct colors. 
WGCNA allows us to identify genes that are associated 
with target traits, screen for hub genes, and obtain co-
expression modules with significant biological relevance.

Fig. 1 The workflow to screen hub ISGs of AD in this study
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Differentially expressed genes
Five gene modules were obtained through the dynamic 
clipping module, and the black module had the highest 
correlation with AD among all gene modules with the 
most significant p-value. To further filter the hub ISGs, 
the gene set of the black module obtained from WGCNA 
analysis was overlapped with the genes in the interferon-
stimulated gene datasets to obtain the intersected genes. 
Datasets of Interferon-stimulated genes were obtained 
from the online Interferome database available at  h t t 
p  : / /  i n t e  r f  e r o  m e .  i t s .  m o  n a s  h . e  d u . a  u /  i n t  e r f  e r o m  e /  h o m e 
. j s p x, where the filter criteria in the database is | logFC 
| filter = 2. Subsequently, the intersected genes were 
subjected to analysis for differentially expressed genes 
(DEGs) using the R package “limma”. The cut-off value 
was set to | logFC | filter = 1 and the adjusted p-value was 
< 0.05 to filter statistically significant DEGs in each data-
set. The visualization of DEGs was performed with the 
“pheatmap” package utilizing default settings. Volcano 
plots, created using ggplot2 in R, were employed to illus-
trate the DEGs, based on log2(Fold Change) and -log10(p 
value).

Identification of hub genes using machine learning
Lasso is a machine learning algorithm that utilizes L1 
regularized linear regression models, which is widely 
used for screening gene expression data to improve pre-
diction accuracy [24]. The support Vector Machines-
Recursive Feature Elimination (SVM-RFE) algorithm 
is a machine learning method that filters relevant fea-
tures and removes relatively unimportant feature vari-
ables to improve the classification accuracy of datasets 
more effectively [25, 26]. We used the gene set of DEGs 
for Lasso and SVM-RFE analyses, respectively, and sub-
sequently took the intersection of the two gene sets to 
filter out the hub ISGs. For both LASSO regression and 
SVM-RFE, the seed setting was 3. A LASSO regression 
model was developed using the “glmnet” package. In par-
allel, the SVM-RFE model was created to identify the fea-
ture genes. This was executed via the R package “e1071,” 
“kernlab,” and “caret”. Furthermore, we assessed the accu-
racy of machine learning by calculating receiver operat-
ing characteristic (ROC) curves and measuring the area 
under the curve (AUC) in the validation set. The ROC 
curve has been extensively utilized in medical fields to 
assess the efficacy of deep learning diagnostic techniques. 
The AUC was calculated to reflect the model’s ability to 
differentiate between positive and negative instances. 
AUC values range from 0 to 1, where higher values sig-
nify superior model performance [27]. Genes screened 
by overlapping Lasso and SVM-RFE analyses were used 
to plot boxplot and ROC diagnostic curves. The boxplot 
was plotted by the R package “ggpubr” and the ROC diag-
nostic curve was created by the R package “pROC”.

Gene set enrichment analysis
Gene set enrichment analysis (GSEA) was employed to 
assess the distribution patterns of genes in predefined 
gene sets within a gene list that is ordered based on their 
phenotypic relevance to determine their phenotypic 
contribution [24]. GSEA analysis for the training datas-
ets was performed using “GSEA” function in the R pack-
age “ClusterProfiler”. Predefined gene sets were obtained 
from the R package “msigdbr”, which includes GO, 
KEGG, and immune-related datasets. The GSEA results 
were visualized by utilizing the gseaNb function available 
in the GseaVis package. The statistical significance cri-
teria were set at default standard with Padj. < 0.05 and 
FDR < 0.25.

Cell cultures and treatment
The BV2 cell seeding density was maintained between 
70% and 80%. The cells were cultured in a high-glucose 
medium (Gibco) supplemented with 10% fetal bovine 
serum (ExCell Bio) and incubated at 37 °C with 5% CO2. 
To induce microglial activation, BV2 cells were exposed 
to different durations (3 h, 6 h, 12 h, 24 h) and concentra-
tions (200ng/ml, 500ng/ml, 1000ng/ml) of lipopolysac-
charide (LPS).

Isolation and culture of mouse primary microglia
Primary microglial cells were extracted from the cere-
bral cortex of newborn C57BL/6 mice aged 0–2 days. 
The brain tissue was dissected, and both hemispheres 
were isolated. The meninges were removed, and the tis-
sue was finely minced using microscissors on an ice sur-
face. The tissue fragments were then placed in Accutase 
digestion enzyme (Sigma) with Deoxyribonuclease I 
(Invitrogen) and incubated at 37 °C for 30 min with gen-
tle shaking every 10 min. The tissue suspension was fil-
tered and centrifuged. The cell pellet was resuspended, 
and the cells were seeded into culture flasks pre-coated 
with poly-L-lysine (Sigma). Primary microglial cells were 
cultured in high-glucose medium (Gibco) supplemented 
with 20% serum (ExCell Bio), 1% penicillin-streptomycin 
(Gibco), and maintained in an incubator at 37  °C with 
5% CO2. Once the cells grew, gentle shaking T-75 flasks 
at 230 rpm at a temperature range of 18 °C to 26 °C for 
over 3 h. After this incubation, cells and media were col-
lected by centrifugation at 180 rcf for 5 min, separating 
microglial cells from astrocytes. The cells were centri-
fuged, resuspended, and then seeded into six-well plates 
for subsequent treatments.

siRNA transfection
BV2 cells were seeded into six-well plates, and when the 
cell density reached 60%, transfection was performed in 
accordance with the manufacturer’s instructions using 
Lipofectamine RNAimax (Invitrogen) to introduce the 

http://interferome.its.monash.edu.au/interferome/home.jspx
http://interferome.its.monash.edu.au/interferome/home.jspx
http://interferome.its.monash.edu.au/interferome/home.jspx
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negative control, siOas1g, and siSTAT1 into the cells. In 
a six-well plate, an appropriate amount of transfection 
reagent was added to achieve the final siRNA concentra-
tion of 50 nM.

After 24 hours of transfection, the medium was 
replaced with DMEM containing 10% FBS for subse-
quent treatments. The siRNA sequences used were as 
follows: Negative control :5’- U U C U C C G A A C G U G U C 
A C G U T T-3’; Oas1g (si1: 5’-  G G U C A U G G U A G U A U C 
A A U A T T-3’; si2: 5’-  C T C A T C T G G G A A T G T A C C T-3’) 
Stat1 (si1:5’-  A T G C A T C T T A C T G A A G G T G A A − 3’; 
si2:5’- A T G A G T T G G T T T A A T A T A T A T-3’). These siRNA 
sequences were synthesized by GenePharma Biotechnol-
ogy (Shanghai, China) and RiboBio (Guangzhou, China).

RNA isolation and quantitative real-time PCR
Total RNA was extracted from BV2 cells and mouse 
brain tissues using RNAiso Plus reagent (Takara, Japan), 
and the RNA concentration was measured by NanoDrop 
ND1000 Spectrophotometer. The cDNA was reverse 
synthesized using ReverTra Ace qPCR RT Master Mix 
with gDNA Remover (TOYOBO, Japan) according to 
the manufacturer’s instructions. After that, the reaction 
system was set up using TB Green® Premix Ex TaqTM II 
(TaKaRa, Japan) according to the directions, and qRT-
PCR was performed in a Roche Light Cycler 480II System 
(Roche). The relative gene expression levels were deter-
mined utilizing the 2-ΔΔCt method with β-actin serving 
as the internal reference control. The primer sequences 
were designed by Sangon Biotech and synthesized by 
BGI. All primer sequences are shown in the Supplemen-
tary Table S2.

Western blot
The collected cells were mixed with RIPA buffer (Beyo-
time Biotechnology) containing protease and phospha-
tase inhibitors. The entire mixtures were then incubated 
on ice for 30  min. The final products were then cen-
trifuged for 5  min at 12,000  rpm at 4  °C before being 
transferred to new EP tubes. The Pierce BCA Protein 
Assay kit (Thermo Fisher Scientific) was used to mea-
sure the protein concentration in accordance with the 
reagent instructions. Protein samples were combined 
in a 4:1 ratio with 5x Loading buffer (NCM Biotech) 
and then boiled for 10  min. 10% SDS-PAGE gels were 
used to load equal amounts of protein, which were then 
electrophoresed and transferred onto PVDF mem-
branes (MilliporeSigma). To block the nonspecific bind-
ings, the membranes were subsequently blocked with 
5% non-fat milk (Sangon Biotech) in TBS containing 
Tween 20 (TBST) for an hour at room temperature. Pri-
mary antibodies including STAT1 (1:1000, CST, 14994), 
Phospho-Stat1 (1:1000, CST, 7649), and β-actin (1:1000, 
ZSGB-BIO, TA-09) were incubated overnight at 4  °C. 

The membranes underwent three 10-minute washes with 
TBST at room temperature to remove unbound primary 
antibodies and then were incubated with horseradish 
peroxidase-conjugated secondary antibodies (1:10000, 
Jackson, 111-035-003、115-035-003) for 1 h. And images 
were taken on a chemiluminescence imager (ChemiScope 
6300, Clinx Science Instruments) using HRP Substrate 
Luminol Reagent (Millipore). Finally, the banding results 
were analyzed using Image J software (US National Insti-
tutes of Health) and signals were normalized to β-Actin.

Immunofluorescence and image analysis
BV2 cells were washed with PBS and subsequently fixed 
using a 4% paraformaldehyde solution for a duration of 
15 min at room temperature. After being fixed, the cells 
were washed three times with PBS for 5  min each. To 
facilitate antibody penetration, the cells were incubated 
with 0.3% Triton X-100 at room temperature for 20 min. 
Subsequently, the cells were cultured in goat serum for an 
hour. STAT1 (1:200, CST, 14994), the primary antibody, 
was incubated at 4 °C for an entire night. Following three 
10-minutes washes with PBS, the secondary antibody 
(1:200 dilution, CST, 4412) was subjected to an incuba-
tion period of 1 h at room temperature away from light. 
All the antibodies were diluted by Antibody Dilution 
Buffer (Beyotime, P0277). Using an inverted fluorescent 
microscope (IX73, Olympus), the cells were then photo-
graphed after being put in an anti-fade mounting media 
containing DAPI (ZSGB-BIO, ZLI-9557). Fluorescence 
intensity were quantified by using Image J software (US 
National Institutes of Health).

Statistical analysis
All data was analyzed and processed using Graphpad 
Prism 9.0. The mean ± standard deviation was used to 
express all data. One-way ANOVA was used to assess 
significant differences between several groups, and the 
two-tailed Student’s t-test was applied to examine dis-
tinctions between the two groups. A p-value below 
0.05 was considered to indicate statistical significance 
(*p < 0.05, **p < 0.01, ***p < 0.001).

Results
Processing of gene expression data
We performed batch effect removal and evaluation on the 
training as well as validation datasets, respectively. In the 
training dataset, the UMAP plot and tSNE plot showed 
the distribution characteristics of GSE129296 (batch 1) 
and the lab-obtained dataset (batch 2) before and after 
removing the batch effect (Supplementary Figure S1A, 
B). After removing batch effects, the data distribution 
converged in the same group and was clearly distin-
guishable from the control and AD groups. Compared 
to the plot before batch effect removal (Supplementary 
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Figure S1C), the hierarchical cluster plots after batch 
effect removal (Supplementary Figure S1D) clearly dis-
tinguished samples from the control and AD groups and 
clustered the samples in the same groups together. The 
boxplots of two datasets without and with batch effect 
removal were shown in Supplementary Figures S1E and 
S1F. The above results suggested that the batch effect in 
the training dataset was removed, enhancing the reli-
ability of subsequent analysis results. In the validation 
dataset, based on the cluster trees (Supplementary Figure 
S2A), 2 abnormal samples in the GSE158153 dataset were 
excluded with a branch cut height of 130. Compared to 
the distribution before batch effect removal, data distri-
bution after the removal of batch effects converged in the 
same group and clearly distinguished samples from the 
control and AD groups (Supplementary Figure S2B, C). 
Supplementary Figures S2D and E show the boxplot of 
the training set before and after the removal of the batch 
effect. The above results suggested that the batch effects 
in the validation dataset were removed, making the sub-
sequent analysis results more reliable.

Construction of weighted gene co-expression network and 
identification of critical modules
A WGCNA network was constructed to identify hub 
genes for AD using the merged training dataset. We built 
a weighted neighbor-joining matrix and defined a corre-
lation that shows strong relationships between genes. To 
adhere to the scale-free assumption of the constructed 
biological networks, a soft thresholding parameter (β) 
value of 14 was chosen based on WGCNA guidelines 
(Fig.  2A). Subsequently, module characteristic genes, 
which represent the comprehensive gene expression pro-
files of each module, were calculated and clustered based 
on their correlations(Fig.  2B). Five gene modules were 
identified by dynamically clipping and merging similar 
modules, which may be associated with the development 
of AD. Based on module-clinical feature correlation heat-
map analysis (Fig. 2C and D), the black module exhibited 
the highest correlation with AD among all the gene mod-
ules (cor = 0.84, p = 1e-05), indicating a statistically signif-
icant relationship. A total of 605 genes within the black 
module were selected for further analysis.

Fig. 2 Results of WGCNA analysis. (A) The mean connectivity and soft-thresholding power scale-free fit index. (B) Clustering dendrograms for genes and 
traits. Hierarchical clustering was utilized to generate gene clustering trees (dendrograms) from neighbor-based differences. (C) Five co-expression gene 
modules. The value in each cell represents the correlation coefficient and p-value. The black module was the gene module with the highest correlation 
with AD (cor = 0.84, p = 1e-05). (D) Module membership and gene significance analysis of black modules
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Identification of DEGs between AD and control groups
The black module obtained from WGCNA overlapped 
with the interferon-stimulated genes datasets, and 510 
genes used to identify DEGs were obtained. | logFC | fil-
ter = 1 suggests that a gene that is differentially expressed 
exhibits a fold change of 2, a threshold often regarded 
as biologically meaningful within biological research. 
The adjusted p-value was < 0.05 denotes statistical sig-
nificance, facilitating the identification of genes that show 
notable differential expression across various diseases. 
Consequently, these established cut-off criteria assist in 
minimizing false positives and enhancing the reliabil-
ity of the study outcomes. 209 DEGs were screened for 
the subsequent analysis, among which 149 DEGs were 
found to be upregulated, and 60 DEGs were downregu-
lated, including up-regulated genes like Oas1g, Il1rn, and 
Mnda. These genes suggest that ISGs have a significant 
impact on neuroinflammation associated with AD and 
may serve as potential candidates for both the prevention 
and treatment of AD (Fig. 3).

Oas1g was screened as a hub gene based on machine 
learning
The 209 DEGs were screened for LASSO and SVM-RFE 
analysis. The LASSO analysis screened 3 genes, and the 
SVM-RFE analysis screened 36 genes (Fig. 4A and B). The 
genes screened by both were overlapped and “Oas1g” 
was screened as a hub gene (Fig.  4C). From a biologi-
cal perspective, the hub gene oas1g plays a core regula-
tory role in the pathogenesis of AD and may participate 
in important signaling pathways or functional networks. 
Statistically, oas1g showes strong predictive power and 
stability in the model, significant discriminative power 

and reliability in the data, and has high specificity and 
safety in AD neuroinflammation. Subsequently, we con-
structed a ROC diagnostic curve in the validation dataset 
to test our analysis results. The AUC of the AD diagno-
sis model created by Oas1g was 0.812, with a 95% confi-
dence interval of 0.6324–0.9926 (Fig. 4D). The area under 
the ROC curve (AUC) was significantly larger than 0.5, 
indicating a more accurate prediction. We also validated 
the expression of Oas1g in the validation dataset. We 
found that the expression trend of Oas1g was consistent 
with the training dataset, and the expression of Oas1g in 
the AD group was significantly higher (p = 0.0083) than in 
the control group (Fig. 4E).

GSEA analyses revealed close associations with multiple 
interferon-related pathways
GSEA analysis was conducted on the merged training 
dataset to investigate potential signaling pathways. As 
shown in Fig.  5, the enrichment results indicated that 
interferon-related pathways were significantly enriched 
in the high Oas1g expression group (Padj. < 0.05 and 
FDR < 0.25), including “Response To Interferon Beta”, 
“Negative Regulation Of Type I Interferon Mediated Sig-
naling Pathway”, “Response To Type I Interferon”, “IFNα 
Response”, “Interferon Response”, “Type II Interferon 
Signaling IFN-γ”, “IFNb1 Targets”, etc. GSEA results 
suggested that Oas1g may influence the function and 
reactivity of microglia by modulating interferon-related 
pathways, including both Type I and Type II interferon 
pathways.

Fig. 3 Results of DEGs. (A) Heatmap of 209 DEGs. (B) DEGs between AD and control groups, where the purple scatter is the intersecting gene “Oaslg” for 
SVM-RFE and LASSO
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After microglial activation, the expression of Oas1g is 
upregulated
To further validate the expression of Oas1g in AD and 
investigate the regulatory mechanism of interferon-stim-
ulated genes (ISGs), we initially conducted validation 
experiments in mice. The cortical regions of brain tissues 
from APP/PS1/tau transgenic mice were used to ana-
lyze oas1g mRNA expression levels, as these mice have 
been shown to closely mimic the pathological alterations 
seen in individuals with AD. Compared to wild-type 
C57BL/6 mice, we discovered that the mRNA levels of 
Oas1g in APP/PS1/tau transgenic mice were significantly 
higher (Fig. 6A). To verify the expression of Oas1g after 
microglial activation, we used the LPS-induced inflam-
mation model in primary microglial cells. Treating these 
cells with 1000 ng/mL of LPS for 24 h led to a significant 
upregulation of Oas1g expression (Fig. 6B). Furthermore, 
by subjecting BV2 microglial cells to different concen-
trations and durations of stimulation, we observed that 
the mRNA levels of Oas1g increased in a way that was 
dependent on both dose and time (Fig. 6C, D). According 
to these findings, Oas1g may be a key pathogenic mecha-
nism of AD and is linked to the disease.

Oas1g regulates ISGs via the STAT1 pathway
To investigate the influence of Oas1g on interferon-stim-
ulated genes (ISGs), we employed siRNA to knock down 
Oas1g expression and subsequently applied qRT-PCR to 
detect the knockdown effect (Fig.  6F).  After the knock-
down of Oas1g, we observed a remarkable upregulation 
of IFN-β and representative ISGs expression (ISG-15, 
ISG-20, IFIT1, IFIT2, IFI203, IFI204, RSAD2, MX1) 
upon stimulating bv2 microglial cells with 1000ng/ml 
LPS (Fig.  6E). Following the down-regulation of Oas1g, 
a notable upregulation in the expression of STAT1 and 
p-STAT1 was observed through western blot and Immu-
nofluorescence (Fig.  7A, B). Therefore, we hypothesized 
that the regulation of ISGs by Oas1g was STAT1-depen-
dent. In order to illustrate the observed phenomena, we 
knocked down both Oas1g and STAT1 in bv2 microglia 
cells. Our results demonstrated that, in conditions of 
LPS-induced microglia activation, siOas1g attenuated 
the effect of siSTAT1, and the expressions of STAT1 and 
p-STAT1 were elevated (Fig.  7C). Similarly, qRT-PCR 
results confirmed that siOas1g could reverse the effect of 
siSTAT1, indicating that Oas1g potentially regulates the 
ISGs through the STAT1 pathway (Fig. 7D).

Fig. 4 Hub genes were screened using ML and validated in the validation dataset. (A) Employing the SVM-RFE algorithm for biomarker screening. The 
x-axis represents the number of feature selections, while the y-axis displays the prediction accuracy. (B) Screening Biomarkers Using the Lasso Algorithm. 
The graphic on the left displays a coefficient curve for each individual gene. In the right picture, the solid vertical lines indicate the partial likelihood of 
deviance. The number of genes (n = 3) that corresponds to the lowest point of the cure is considered the most appropriate. The solid vertical lines in the 
right figure depict the partial likelihood of deviation, whereas the lowest point on the curve determines the ideal number of genes. (C) The Venn diagram 
demonstrates that candidate diagnostic genes are identified using SVM-RFE and Lasso algorithms. (D) AUC was 0.812 with a 95% CI of 0.6324–0.9926. (E) 
Oas1g expression was higher in AD mouse microglia than in control mouse microglia in the validation dataset (p = 0.0083)
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Discussion
More than 55  million patients globally have been suf-
fering from AD, which was estimated to reach 152 mil-
lion by 2050 [1]. AD places a heavy burden on the family 
and is associated with the highest cost to society [28]. 
Due to the limited symptomatic treatments currently 
available and the slow development of disease-modify-
ing treatments, it is critical to delve into the underlying 
pathophysiological mechanisms of AD [29]. Neuroin-
flammation is considered a vital driver in the develop-
ment of cognitive deficits in AD [4]. Microglia are the 
main player in neuroinflammation [8], and microglial 
activation facilitates the production of Aβ and promotes 
the seeding of amyloid plaques [30]. Moreover, microglia 

and IFN-related pathways serve as crucial mediators in 
the loss and dysfunction of synapses before the formation 
of plaques [31].

IFN response is profoundly increased and is closely 
associated with the severity of AD [13]. Roy et al. dem-
onstrated that Type I IFN signaling contributes to neu-
roinflammation and synapse loss in AD models. By 
blocking Type I IFN, they observed decreased microglial 
activation and rescued synapse loss, suggesting a poten-
tial therapeutic avenue [12]. Similarly, Weekman et al. 
found that Type II IFN induced a neuroinflammatory 
phenotype in APP/PS1 mice and was associated with an 
increase in amyloid-β peptide deposition, contributing to 
higher levels of amyloid burden and the progression of 

Fig. 5 Enrichment map of GSEA. (A-C) Enriched interferon-related pathways using the C7 immune-related dataset as a predefined gene set. (D-F) En-
riched interferon-related pathways using the GO dataset as a predefined gene set. (G-I) Enriched interferon-related pathways using the KEGG dataset as 
a predefined gene set
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AD [32]. Their findings indicate that Type II IFN exacer-
bates AD pathology, highlighting the role of IFN signal-
ing in disease progression.

ISGs, or interferon-stimulated genes, are a group of 
genes induced during an IFN response [33]. Recent 
studies revealed that ISGs play important roles in AD 
and neuronal injuries. Hur et al. found that IFITM3, an 
ISG, enhanced the activity of γ-secretase to produce Aβ, 

contributing to the progression of AD [34]. As a TAM 
receptor tyrosine kinase and ISG, AXL was screened as 
a regulator of microglial functions and may be used as 
early biomarkers of AD [35, 36]. Wang et al. revealed 
that ISG15 serves as a general biomarker for both acute 
and long-term neuronal impairment, and the upregula-
tion of ISGs is a shared characteristic in neuronal dam-
age, including neuroinflammation [37]. Therefore, IFN 

Fig. 6 The expression of ISGs in microglia demonstrates a correlation with Oas1g. (A) Oas1g expression level in APP/PS1/tau mouse model(n = 6);. (B) 
Oas1g expression in primary microglia following LPS treatment;. (C-D) BV2 microglial cells were treated with LPS, and then the Oas1g mRNA expression 
levels were detected by qRT-PCR. Oas1g was expressed in microglia cells after LPS treatment in a dose- (C) and time- (D) dependent manner. (E) qRT-PCR 
was performed to validate the expression of ISGs in BV2 microglial cells subsequent to the downregulation of Oas1g. (F) BV2 microglial cells were trans-
fected with siOas1g and negative control and treated with LPS for 24 h. qRT-PCR was performed to detect the transfection efficiency. Data are expressed 
as mean ± SD. (*p < 0.05, **p < 0.01, ***p < 0.001)
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responses and ISGs significantly function in neuroin-
flammatory and neurodegenerative diseases involving 
AD, and exploring these hub ISGs further could lead to 
new therapeutic targets and strategies for AD treatment.

To address this need, our study aimed to uncover hub 
ISGs in microglia and provide a novel understanding of 
the pathogenesis of AD. We combined WGCNA and ML 
models, including SVM-RFE and LASSO, to screen the 
hub ISGs. Further, both in vivo and in vitro experiments 

Fig. 7 Oas1g regulates ISGs via the STAT1 pathway. (A-B) After the down-regulation of Oas1g, STAT1 expression levels were detected by western blot (A) 
and immunofluorescence (B). (C-D) After simultaneously down-regulating Oas1g and STAT1 and treating with LPS for 24 h, the expressions of STAT1 and 
p-STAT1 were confirmed by western blot (C), and qRT-PCR was used to identify changes in ISGs expression in BV2 microglial cells (D). Data are expressed 
as mean ± SD. (*p < 0.05, **p < 0.01, ***p < 0.001)
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were conducted to validate the predicted results of hub 
ISGs. In our study, we identified Oas1g as a key hub ISG 
based on machine learning algorithms and WGCNA. 
Our experiments demonstrated that the expression level 
of Oas1g in the cortical region of APP/PS1/tau transgenic 
mice was significantly higher compared to control mice, 
and the expression of Oas1g was upregulated in LPS-
stimulated microglia. These findings suggest that Oas1g 
may play a crucial role in modulating microglial activa-
tion and neuroinflammatory responses in AD.

The oligoadenylate synthase (OAS) family comprises 
4 genes: OAS1, OAS2, OAS3, and OASL in humans, a 
group of ISGs that play a role in the 2–5 A and RNase L 
system [38, 39]. OAS proteins are induced by interferons 
(IFNs) and function as enzymes responsible for detect-
ing exogenous nucleic acids, thereby instigating anti-
viral responses [40]. Upon binding to double-stranded 
RNA (dsRNA), OAS proteins undergo a conformational 
change that enables the production of 2–5 A molecules. 
These molecules activate RNase L, which degrades RNA 
to inhibit protein synthesis [39]. In the context of neuro-
inflammation, OAS proteins may influence the immune 
response by modulating RNA stability and protein syn-
thesis in microglia.

Lin et al. demonstrated that anti-dengue activities cor-
relate with the ability to trigger RNase L activation, and 
the 2’-5’ OAS/RNase L system is essential for control-
ling Dengue virus infection [41]. Kwon et al. identified 
OAS1 and OAS3 as the mediators of RNase L-dependent 
antiviral action against HCV infection [42]. Moreover, 
mechanisms independent of RNase L have been reported 
in recent studies [40]. A study reported that flavivirus 
infection can be suppressed in RNase L-deficient mouse 
cells by Oas1b [43]. OAS1 is the most well-studied mem-
ber of this family [44]. Human OAS1, known for its role 
in protection against virus infections, encompasses the 
combined functions of mouse Oas1a, Oas1g, and Oas1b 
[45]. Both Oas1a and Oas1g have enzymatic activity and 
function in enhancing IFN response via RNase L and pat-
tern recognition receptors [45]. Therefore, investigations 
into Oas1g might advance our insights into the roles of 
OAS1 in the pathology of AD. A study suggested that 
OAS1 was screened as a risk gene significantly linked to 
AD in Genome-wide association studies [46]. Addition-
ally, Magusali et al. recently identified OAS1 as a novel 
risk gene for AD by Genome-wide association studies 
and an RNA-seq transcriptome network [47]. Further, 
recent studies suggested that OAS1 participates in acti-
vating inflammatory responses and innate immunity 
responses. Huang et al. found that OAS1 and other genes 
of the OAS family are associated with psoriasis, and 
silencing them by siRNA can inhibit cell proliferation 
and influence the JAK-STAT pathway significantly, which 
may be a potential treatment for psoriasis [48]. Lee et al. 

demonstrated that OAS1 downregulates the chemokines 
and ISGs following stimulation via TLR3 and TLR4 [49]. 
He et al. reported that increased levels of OAS1 are asso-
ciated with the IFN-γ and IL6-JAKSTAT3 pathways in 
almost all cancers [50]. These findings imply that OAS1 
family members, including Oas1g, are involved in regu-
lating inflammatory pathways, which could be crucial in 
AD-related neuroinflammation.

We further explored the correlation between Oas1g 
and ISGs in LPS-induced microglial cells. LPS acts as a 
TLR4 agonist, activating the TLR4 signaling pathway 
and triggering an inflammatory response [51, 52]. In our 
study, silencing Oas1g led to a remarkable upregulation 
of STAT1 and representative ISGs, accompanied by a sig-
nificant upregulation in the expression of IFN-β. In par-
ticular, the enrichment of the “Negative Regulation Of 
Type I Interferon Mediated Signaling Pathway” in GSEA 
suggests that Oas1g might inhibit excessive interferon 
signaling, which is aligned with our experiment. These 
indicate that Oas1g may act as a negative regulator of the 
IFN response in microglia, and its suppression enhances 
the JAK-STAT signaling pathway, leading to increased 
neuroinflammation.

The JAK-STAT signaling pathway is considered a clas-
sical mechanism of regulating the transcription of ISGs 
and consists of ligand-receptor complexes, JAKs, and 
STATs [53, 54]. Interferons of types I and III activate 
signaling pathways via TYK2 and JAK1 phosphoryla-
tion, leading to the phosphorylation and recruitment of 
STAT1 and STAT2, which then bind to IRF9 to form a 
complex known as ISGF3. Type II interferons activate 
signaling pathways by phosphorylating receptors via 
JAK1 and JAK2, leading to homodimerization and phos-
phorylation of STAT1. Activated STAT1 homodimers 
and ISGF3 migrate to the nucleus to activate the tran-
scription of ISGs by attaching to the gamma-IFN-acti-
vated sequence or IFN-stimulated response elements, 
respectively [54]. Prior studies demonstrated that RNase 
L enhances IFN-β production via the RIG-I–MDA5–
IPS-1 pathway, and transcriptional signaling is initiated 
by the cleavage products of cellular (self )-RNA created 
by RNase L [55]. However, it was based on mesenchy-
mal cells, and further investigation is needed to under-
stand the mechanism of how microglia regulate IFN-β 
and ISGs through OAS1 in neuroinflammation. Inter-
estingly, Magusali et al. found that treatment with IFN-γ 
increased the expression of STAT1, and silencing OAS1 
did not alter the expression of STAT1 following IFN-γ 
stimulation [47]. The discrepancy between our findings 
and those of Magusali et al. could be due to the differ-
ent inflammatory stimuli used in the experiments. While 
Magusali et al. explored neuroinflammation under IFN-γ 
stimulation, which primarily activates type II interferon 
pathways, our study used LPS to stimulate microglia. 
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LPS, as a TLR4 agonist, is known to activate a broader 
range of interferon responses, including IFN-α and IFN-
β, in addition to IFN-γ. This broader activation profile 
likely involves multiple signaling pathways beyond those 
activated by IFN-γ alone, including JAK-STAT as well as 
NF-κB and MAPK pathways [56, 57]. This could explain 
why Oas1g knockdown in our study showed changes 
in ISG expression and other inflammatory markers, as 
Oas1g might modulate neuroinflammation through type 
I interferon responses rather than type II interferons like 
IFN-γ. Our result suggested that Oas1g act as a novel 
regulator that might reduce the expression level of ISGs 
in neuroinflammation by down-regulating the expression 
of STAT1 and IFN-β. This finding align with previous 
studies, such as Magusali et al. indicated that in human 
iPSC-derived microglia stimulated with IFN-γ, samples 
with OAS1 knocked down showed an increase in TNF-α 
secretion compared to samples without OAS1 silencing, 
suggesting that OAS1 might dampen the pro-inflamma-
tory response [47]. Therefore, we hypothesize that OAS1 
may downregulate neuroinflammatory response in AD 
by initially decreasing IFN-β expression, which subse-
quently reduces the STAT1 expression and consequently 
downregulates the expression of ISGs. In recent years, 
immunotherapy for AD has made significant advance-
ments, gradually emerging as a promising treatment 
approach [58]. As the resident immune cells of the brain, 
microglia play a crucial role in the progression of AD 
through their interferon-mediated immune responses. 
Our study revealed that Oas1g expression is significantly 
elevated in microglia during AD, suggesting its potential 
as a novel therapeutic target. Future research can employ 
immunoprecipitation-mass spectrometry (IP-MS) to 
further investigate the specific mechanisms by which 
Oas1g regulates interferon-stimulated genes. Our novel 
insight into the role of Oas1g in microglial neuroinflam-
mation highlights its potential as a therapeutic target, 
offering new avenues for modulating neuroinflammatory 
responses in AD.

Conclusion
The identification of Oas1g as an ISG through bioin-
formatics algorithms and machine learning models 
underscores its significance in AD. Our findings dem-
onstrate that Oas1g is significantly upregulated in the 
cortical region of AD model mice and LPS-stimulated 
microglia, indicating its involvement in the disease 
process. Further investigations revealed that Oas1g 
modulates the inflammatory response by downregulat-
ing IFN-β and STAT1, thereby reducing the expression 
of ISGs in neuroinflammation. This regulatory mecha-
nism suggests that OAS1 and its associated pathways 
could be promising therapeutic targets for AD. Limita-
tions of our study include the relatively small sample 

size, which can affect the statistical power and the 
generalizability of our findings. Overall, our study 
demonstrated the significance of OAS1 and its down-
stream pathways as prospective therapeutic targets for 
AD in neuroinflammation, suggesting its regulation as 
a promising approach for prevention and personalized 
treatment strategies in AD.
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