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Abstract 

Background Predicting long-term outcomes in liver transplantation remain a challenging endeavor. This research 
aims to harness the power of deep learning to develop an advanced prognostic model for assessing long-term out-
comes, with a specific focus on distinguishing between deceased and living donor transplantation.

Methods A comprehensive dataset from UNOS encompassing clinical, demographic, and transplant-related vari-
ables of liver transplant recipients from deceased and living donors was utilized. The main dataset has been trans-
formed into Deceased Donor-Recipient and Living Donor-Recipient dataset. After manual extraction, the dimen-
sionality reduction was performed with Principal component analysis in both datasets and top ranked 23 attributes 
were collected. A Deeplearning4j Multilayer Perceptron classifier has been employed and long-term survival analysis 
has been conducted with the help of liver follow-up data. The performance evaluation is done separately in datasets 
and evaluated the survival probabilities of 23 years.

Results UNOS database comprises 410 attributes and 353,589 records from 1998 to 2023. The outcome 
from the deep learning model was compared with actual graft survival to ensure the accuracy. The model trained 23 
attributes and obtained Sensitivity, Specificity and accuracy values were 99.9, 99.9 and 99.91% using R-Living donor 
dataset. The Sensitivity, Specificity and Accuracy value obtained using R-Deceased donor dataset were 99.7, 99.7 
and 99.86%. The short term and long-term survival prediction after liver transplantation has been done successfully 
with Dl4jMLP classifier with appropriate selection of attributes irrespective of donor type. This study’s finding sug-
gesting that the distinction between deceased and living donor transplantation does not significantly affect survival 
prediction after liver transplantation is noteworthy.

Conclusions The utility of the Deeplearning4j model in survival prediction after liver transplantation has been 
validated in this study. Based on the findings, deceased donor transplantation could be promoted over living donor 
transplantation.
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Introduction
Liver transplantation (LT) stands as a pivotal inter-
vention in the management of end-stage liver disease, 
offering a lifeline to patients facing dire health pros-
pects [1]. As a complex and multifaceted procedure, 
the success of liver transplantation is influenced by 
numerous factors, ranging from donor type (deceased 
or living) to recipient health and postoperative care. 
The success of liver transplantation is contingent on 
various factors, including the type of donor (deceased 
or living) and the recipient’s overall health [2]. Tradi-
tional prognostic models have relied on a limited set 
of clinical variables, often falling short in capturing the 
intricate interplay of factors that contribute to trans-
plant success or failure [3]. This study focuses upon 
developing advanced prognostic deep learning model 
for assessing long-term survival after liver transplan-
tation comparing deceased and living donor scenarios. 
Researchers continue to explore ways to enhance the 
predictive accuracy of models and refine transplanta-
tion criteria. The survival rate of liver transplantation 
depends on the appropriate selection of attributes and 
model used for survival prediction [4]. The dataset 
was collected from United Network for Organ Sharing 
(UNOS) database [3] split into Deceased donor or Liv-
ing donor according to the donor type.

After manual extraction, Principal Component 
Analysis (PCA) method was used to reduce the dimen-
sionality of dataset with relevant attributes [3]. The 
resultant 23 top ranked attributes were given sepa-
rately to train the deep learning model, Deeplearn-
ing4jMultilayer Perceptron (Dl4jMLP) classifier for 
survival prediction using k-fold cross validation [5]. 
The results obtained showed that this classifier is 
suitable for short term survival prediction with high 
accuracy. Then using the follow-up dataset, we made 
24 separate sets of datasets which included 23  years 
beyond initial six-month data for long term survival 
prediction. The same data attributes and model were 
used for 23  years beyond initial six-month survival 
prediction and the results were evaluated using vari-
ous performance measures and performance error 
measures [6]. The results obtained with R-Living 
donor and R-Deceased donor dataset were almost sim-
ilar. The comparison of Model Performance based on 
actual data using two datasets was done and found the 
results obtained from the model was little lower than 
the actual data available in the dataset. For a successful 
survival prediction, donor attributes, recipient attrib-
utes and transplantation attributes are necessary has 
proved by comparing the results with existing litera-
ture works.

Experimental procedures
Recruitment and endpoints
The retrospective database for this research was collected 
from UNOS through official procedures after providing 
ethical statement and agreement for the confidentiality of 
data.

The database consists of 410 attributes and 353,589 
records from 1998 to 2023. Since MELD score was intro-
duced in the year 2001, records of liver patients before 
that date were removed from the dataset. We focused 
on survival prediction of adult patients and therefore 
records with Pediatric End Stage Liver Disease (PELD) 
score were excluded. Based on the donor type, the dataset 
was divided into R-Deceased donor and R-Living donor 
dataset. The two sets of top ranked attributes (Table  1) 
were given separately to train the deep learning model 
[7], Deeplearning4jMultilayer Perceptron (Dl4jMLP) 
classifier for survival prediction [8]. The description of 
attributes in the R-Living Donor dataset and R-deceased 
donor dataset is given in Fig. 1.

In the process of k-fold cross validation, the whole 
dataset is divided into k folds, in which k minus one-
fold is for the training dataset, and the remaining folds 
are taken for the validation test [9]. For better results, a 
ten-fold cross validation method is used to evaluate the 
Dl4jMLP classifier for both datasets. The results obtained 
showed that this classifier is suitable for survival predic-
tion with high accuracy. The output binary class attribute 
is GSTATUS; this represents the status of graft after liver 
transplantation whose value is ‘Yes’ or ‘No’. The survival 
analysis based on Dl4jMLP classifier was done on the 
basis of survival probability for each liver recipient was 
calculated.

Feature extraction, sequencing, classification
There were 410 attributes in the dataset. Not all attrib-
utes are needed for survival prediction [10]. After manual 
extraction, the demographic features, empty columns 
and missing values were removed from the dataset. PCA 
was applied to select most relevant attributes for sur-
vival prediction in the resultant dataset [3]. Thus 23 top 
ranked attributes were extracted from both datasets. 
By changing the number of dense layers and number of 
nodes, Dl4J models are evaluated. The mismatch between 
the donors and recipients is reduced by increasing the 
number of epochs in the model [3, 5]. In the Dl4jMLP 
model, we used a large dataset and calculated the train-
ing time taken to build the model. The R-Deceased donor 
dataset consists of 135,709 records and Living donor-R 
dataset consists of 6180 records. The records are more in 
the R-Deceased dataset than R-Living donor dataset con-
sists of parameters is same for both datasets. The model 
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processed rich datasets and the architecture of both data-
sets are represented in Figs. 2 and 3.

Statistical analysis
UNOS dataset consists of 410 attributes includes 242 
recipient pre transplantation and post transplantation 
attributes, 122 Deceased donor, 46 Living Donor and 
remaining were transplantation and post transplantation 
attributes. The R-Living donor dataset consists of 293 
liver patient attributes. 71 attribute columns had no value 
and 51 attributes including income, demographic data 
were filtered manually. PCA was applied to the result-
ant 159 attributes and extracted 24 top ranked attributes 
for the survival prediction after liver transplantation. The 

R-Deceased donor dataset consists of 374 liver patient 
attributes. 72 attribute columns had no value and 72 
attributes including income, demographic data were fil-
tered manually. Then PCA was applied to the resultant 
230 attributes and extracted 23 top ranked attributes for 
the survival prediction. The top ranked attributes consist 
of five donor, sixteen recipient and three transplantation 
attributes. The follow-up dataset consists of 61 attrib-
utes. We have found 23 attributes extracted from liver 
transplantation dataset are present in the liver follow-up 
dataset. Using follow-up information, we have created 
24 datasets for long term survival prediction. All the 24 
datasets are trained with 23 input attributes and given 
to the deep learning model for survival prediction. The 

Table 1 Input parameters with its description and type of R-Living donor dataset and R-deceased donor dataset
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Fig. 1 Description of attributes in the R-Living Donor dataset and R-deceased donor dataset

Fig. 2 Architecture of survival prediction using R-Living donor dataset
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datasets contain the output attribute as GSTATUS in 
the liver transplantation dataset and GRF_STAT in the 
follow-up dataset. According to the relevant features and 
characteristics, the attributes are ranked using Ranker 
algorithm.

Results
Description of study population
In total, 353,589 liver patient records were present in 
the UNOS dataset is given in Fig.  4. We found 147,296 
records were missing and included 206,293 patients 
who survived. The study was focused on the survival 

prediction after 2001 when MELD score was introduced. 
Among the data from 1998 to 2023, we removed 46,524 
records before 2001. From the resultant 159,769 records, 
6008 records were missing, and 153,761 records remained 
following with the introduction of MELD score in 2001. 
According to age, there were 141,889 adult records and 
11,872 pediatric records. We conducted the study among 
adult patients and PELD records were removed. A total 
of 135,709 deceased donors and 6180 living donors pre-
sented in the dataset. Thus, the adult records were split 
into recipient (R)-deceased donor records and R-Living 
donor records. Both deceased and living donor datasets 
contain male and female donors, male and female recipi-
ents. After manual extraction and PCA, 24 attributes 
were selected with 23 input attributes (Table 1) and one 
output attribute. The short term and long-term survival 
prediction has been done successfully using both datasets 
with Dl4jMLP classifier due to the appropriate selection 
of attributes in the UNOS liver transplantation dataset.

Survival analysis based on Deep learning model
The Dl4jMLP classifier is an important constituent in 
the Deeplearning4j (DL4J) library works in a Java centric 
ecosystem which enables us to create and train neural 
networks for classification tasks [11]. Both the datasets 
include 23 input attributes is given to the Dl4jMLP clas-
sifier which consists of dense layers and output layer with 
SoftMax activation function [12]. During training, the 
loss function mentioned is LOSSMCXENT and weight 
initialization function is XAVIER. For updating weights 
in the Dl4jMLP classifier during training, we used the 
optimization algorithm as Stochastic gradient descent 

Fig. 3 Architecture of survival prediction using R-Deceased donor dataset

Fig. 4 Description of input attributes and analysis
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and learning rate set to 0.001. The input attributes are 
trained using the SoftMax activation function and weight 
initialization given as 0.0. The survival analysis (Table 5A) 
could be done in terms of number of years by calculating 
the survival probability of liver transplantation patients 
(Table 5B) [13]. The survival analysis based on Dl4jMLP 
classifier was done on the basis of survival probability for 
each liver recipient [14]. In the follow-up dataset, there 
are 1,622,648 liver patient records and 61 attributes. The 
follow up information was available from the year 1988 
to 2023. Since the UNOS dataset was collected during 
the month of July 2023, there were only 1087 records 
available in the dataset. The records in the Liver dataset 
and liver follow up dataset are linked using the attrib-
ute, TRR_ID_CODE which is common in both datasets. 
According to the date of follow-up, 7815 single liver 
patient records are extracted for the survival year 2001 
to 2023. The number of epochs used with R-Deceased 
donor and R-Living donor datasets is 10 [15]. In each 
epoch, the output is calculated and the best survival out-
put is obtained with ten epochs. The architecture of long 
term survival prediction is given in Fig. 5.

Key study outcomes
The results of the deep learning model are evaluated on 
the basis of performance measures [3, 11, 16]. As it is a 
lifesaving model, the results need to be evaluated with 

performance error measures also given in Table 2B and 
3C [11, 17]. The performance measures such as Accu-
racy, Sensitivity and Specificity are evaluated for the 
R-Deceased donor and R-Living donor datasets in the 
short-term survival prediction were given in Table  2A 
and 3B. For the long-term survival prediction repre-
sented in Fig. 5, the performance error measures are cal-
culated using follow-up data available in the dataset [14, 
18] (Tables 2D and 3E). The model has obtained the Sen-
sitivity result as 99.9, Specificity value as 99.9 and accu-
racy as 99.91% using R-Living donor dataset. We have 
taken the performance error measures as MAE, RMSE, 
RAE and RRSE from the deep learning model [3, 5, 11, 
19]. Using the R-Living donor dataset, the value obtained 
for MAE is 0.0009, RMSE is 0.0213, RAE is 0.259% and 
RRSE is 4.9925%. The total time taken to train the model 
using the using R-Living Donor dataset is also included 
in Tables  2C. The differentiation of survival prediction 
with R-Living and R-Deceased datasets is given in Fig. 6A 
and B. The ROC curve for the representation of Accuracy 
with both datasets is given in Fig. 6C and the area under 
curve is noted. This shows that clinical significance of 
similar survival predictions between deceased and living 
donor datasets has obtained and represented.

The Sensitivity, Specificity and Accuracy value 
obtained using R-Deceased donor dataset are 99.7, 99.7 
and 99.86%. The time taken to train the model for short 
term survival prediction using R-Deceased donor dataset 
is 105.02 s and R-Living donor dataset is 48.33 s.

From the dataset, we could see that the number of 
patients were decreasing year by year. The transplantation 
date, re-transplantation date and lab date were included 
in the follow-up dataset. Among these, the number of 
patients who came for review in the hospitals each year 
were obtained according to the lab date. Our analysis 
revealed that the number of records decreased each year 
due to patient deaths and other factors (Table  3). For a 
good survival, thorough review is needed year after year 
as per the advice of doctors. The survival analysis in per-
centage is calculated (Table  3) and the survival analysis 
in sixth month was taken as 100%. During the first-year 
follow-up, the survival analysis was 98% (see Table 4).

The three literature works included long-term sur-
vival prediction were taken for the comparison include 
Guijo-Rubio et al. [7], Haseli et al. [20] and Raji et al. [3] 
were comprised in Table  5. The accuracy of our model 
was compared using two datasets with existing research 
works is given in Fig. 6D.

In 2021, David Guijo-Rubio et al. conducted the study 
for the survival prediction at three months, one-year, 
two-year and five-years [7]. They used statistical meth-
ods and machine learning methods for donor-recipient 
matching in liver transplantation [7]. But they could Fig. 5 Architecture of long-term survival prediction
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attain accuracy of 63.3%, 63.1%, 62.9% and 65.4% only 
[7]. In 2012, Najmeh Haseli et al. conducted research on 
pediatric patients for one-year, three-year, five-year and 
10 years [20]. They attained the accuracy of 73%, 67%, 
66% and 66% from their model [20]. In 2017, Raji et  al. 
conducted research on survival prediction for 13  years 
using machine learning model [3]. Due to the difficulty 
in holding large dataset in the model, the authors used 
a subset of data to train the model [3]. With that, good 
result was achieved. In comparison, our proposed model 
trained a large amount of data.

Discussion
Liver transplantation is a life-saving medical procedure 
that involves the surgical replacement of a diseased or 
damaged liver with a healthy one from either a living or 
deceased donor. This complex intervention is typically 
reserved for individuals facing end-stage liver disease, 
acute liver failure, or thorough evaluation of the patient’s 
overall health and specific liver cancers. The process 
begins with a compatibility with potential donors. Sur-
vival prediction in liver transplantation is integral in 

optimizing patient care, resource allocation, and overall 
success of transplantation programs. It empowers both 
healthcare providers and patients with valuable informa-
tion, fostering a more efficient and personalized approach 
to liver transplantation. Matching the liver organ from 
donors to the recipients is a big task. However, to achieve 
the outcome, survival following liver transplantation is 
critical. There is a lack of precise models to predict sur-
vival following liver transplantation [10]. Due to the 
lack of precise models in the survival prediction, doc-
tors started using computer-based prediction models for 
survival prediction. Deep learning models can perform 
good in the survival prediction area with rich and large 
datasets. A rich dataset is essential for the research prob-
lem in the survival prediction. Thus, we collected UNOS 
dataset which includes the detail of donors, recipients 
and transplantation.

We conducted research for this socially relevant prob-
lem using a unique deep learning model. Since the data-
set for the research was collected from UNOS database, 
it contained details of donors, recipients and transplan-
tation. For a successful survival prediction, all these 

Table 2 R-Living donor dataset survival prediction

A performance evaluation of R-living donor dataset in terms of performance measures for short term survival prediction, B performance evaluation of R-living donor 
dataset in terms of performance error measures for short term survival prediction, C performance evaluation of R-living donor dataset in terms of performance 
measures for long term survival prediction, D performance evaluation of R-living donor dataset in terms of performance error measures for long term survival 
prediction



Page 8 of 12Raji et al. Journal of Translational Medicine          (2025) 23:188 

features are necessary [15]. Initially we split the dataset 
into R-Living donor dataset and R-Deceased donor data-
set according to the donor type, DON_TY (Table  1). 
Both the datasets include sufficient parameters for a suc-
cessful survival prediction after liver transplantation. 
We performed short term survival prediction for three 
months and long-term survival prediction for 23  years 
beyond initial six months with both the datasets. Empty 
columns in both datasets were removed as described 
[15]. Then we removed the irrelevant attributes such as 
demographic features of donor and recipients etc. manu-
ally from the dataset. Then Principal Component Analy-
sis (PCA) was applied to both datasets and extracting 23 
top ranked attributes with one output attribute. The 23 
attributes were used to train the deep learning model, 
Dl4jMLP classifier [16]. Applying tenfold cross valida-
tion, the model trained the input attributes and kept a 
class attribute as output attribute [17]. The assigned class 
attribute for short-term survival prediction is GSTATUS.

With the help of follow-up data, we performed 23 years 
of survival after liver transplantation. The liver trans-
plantation dataset and follow-up dataset were linked 
using the attribute, TRR_ID_CODE. The output attribute 

present in the follow-up dataset is GRF_STAT. We per-
formed survival analysis and calculated survival prob-
abilities for each dataset. The output of the model is 
evaluated using various performance and performance 
error measures [18]. The final result is represented using 
ROC curves and the Area Under Curve from ROC curves 
is noted [19]. Predicting the survival in liver transplan-
tation has been based on the MELD score. It does not 
take into account non-hepatic factors that can impact 
post-transplant survival, such as age and the presence of 
other chronic illnesses. The performance of our model 
was compared with actual survival data available in the 
dataset. This has proved that the output of the model is 
close to the actual survival data. Other methods have 
been carried out for survival prediction after liver trans-
plantation. To ensure the accuracy and efficiency of our 
proposed model we compared the model with exist-
ing models. We compared the output of the model with 
existing studies on terms of accuracy. One key challenge 
for the successful survival prediction is the unavailability 
of reliable, accurate and robust datasets. Traditional sta-
tistical models and methods cannot create adequate and 
effectively powered data sets for survival prediction in 

Table 3 A R-deceased donor dataset survival prediction, B results of performance measures for short term survival prediction, C 
results of performance error measures for short term survival prediction, D results of performance measures for long term survival 
prediction, E results of performance error measures for long term survival prediction
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all time [20]. Huge, high-quality data sets are required in 
order to produce precise models. Comparing to the exist-
ing research works, our proposed and top ranked attrib-
utes are significant in the successful survival prediction 
after liver transplantation. To facilitate studying large 
dataset, we split the data into two datasets based on the 
type of donors. With this, we reached good accuracy for 
23  years of data. This was validated for six months sur-
vival prediction also. The AUC values obtained were rep-
resented using ROC curves. The study shows that for the 
long-term survival prediction after liver transplantation, 
Dl4jMLP classifier is good.

The prevailing data for kidney transplant clearly sug-
gests a survival advantage for live donor over deceased 
donor [21]. The proposed study suggests that this is 
not the case in liver transplant, with equivalent out-
comes in live and deceased donor transplants. This 
would be an argument in favor of the deceased donor 
option especially since the live donor operation in liver 

transplant may be associated with significant operative 
risk and complications [22]. The reliance on a single 
dataset, such as the UNOS, can constrain the model’s 
applicability to broader populations. Deep learning 
models can perform well in researching rich and large 
datasets which is essential for survival prediction [23, 
24]. We found the survival in deceased donor dataset 
is similar to the living donor dataset (Fig. 5C). Promot-
ing deceased donor liver transplantation over living 
donor transplantation in terms of ethical considera-
tions, reduced risk to donors, equitable access, optimal 
timing and avoidance of donor related complications 
is supported by our study. Continuous refinement 
of prediction models and incorporation of emerging 
technologies will further enhance our ability to opti-
mize patient selection and improve outcomes in liver 
transplantation. Continued research and validation are 
essential to ensure the reliability and clinical utility of 
deep learning models in this critical domain.

Fig. 6 A Comparison of actual survival with the prediction by the model using R-Living donor dataset. B Comparison of actual survival 
with the prediction by the model using R-Deceased donor dataset. C Performance Evaluation of R-Living Donor and R-Deceased Donor datasets 
for short term survival prediction. D Comparison of Survival Analysis with Existing Approaches in terms of Accuracy
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Deceased donor transplantation helps expand 
the pool of available organs, addressing the 

growing demand for transplants. Policies that encour-
age deceased donation, such as presumed consent or 
opt-out systems, could enhance organ availability. Liv-
ing donor transplantation carries inherent surgical risks 
and long-term health implications for the donor. Poli-
cies promoting deceased donors should not discour-
age altruistic living donation, as it plays a critical role 
in addressing organ shortages. Current transplantation 
policies, such as those of the United Network for Organ 
Sharing (UNOS), prioritize equity, utility, and justice in 
organ allocation. Promoting deceased donor transplan-
tation aligns with these goals by expanding access while 
minimizing harm to living donors. However, such poli-
cies must be continually reviewed to adapt to societal 
and technological advancements. The deep learning 
model can predict individual survival probabilities, ena-
bling clinicians to tailor post-transplant management 
strategies based on patient-specific factors. Integrating 
the model into organ allocation systems, transplanta-
tion networks can prioritize recipients who are likely 
to achieve the best outcomes. By predicting long-term 
survival, the model ensures that organs are distributed 
in a manner that aligns with ethical principles of utility 
and fairness. By leveraging this model, clinicians and 
policymakers can make more informed decisions, ulti-
mately improving outcomes for transplant recipients 
and optimizing the use of limited healthcare resources.

Table 4 A survival analysis, B calculation of survival probabilities, 
C comparison of model performance based on actual data using 
R-living donor dataset, D comparison of model performance 
based on actual data using R-deceased donor dataset

Table 5 Comparison of survival analysis with existing approaches in terms of accuracy

Year 0.5 1 2 3 4 5 6 7 8 9 10 11
Model

Proposed model using R-Living Donor dataset (%) 90.9 90.9 90.0 97.79 98.54 99.11 98.9 98.79 98.92 98.77 99.3 99.19

Proposed model using R-Deceased Donor dataset (%) 90.95 90.81 91.12 92.68 94.55 97.14 97.62 98.32 98.62 99.25 98.94 99.21

David Guijo-Rubio et al. (2021) (%) 63.3 63.1 62.9 – – 65.4 – – – – – –

Najmeh Haseli et al. (2012) (%) – 73 – 67 – 66 – – – – 66 –

Raji et al. (2017) (%) 96. 03 98.94 98.35 99.64 99.61 99.35 99.84 99. 51 97.22 99.52 98.92 98.89

Year 12 13 14 15 16 17 18 19 20 21 22 23
Model

Proposed Model using R-Living Donor dataset (%) 99.51 99.11 98.79 99.04 99.33 99.75 99.58 99.66 99.6 99.83 99.69 99.16

Proposed model using R-deceased Donor dataset t (%) 99.79 99.26 99.43 99.90 99.81 99.82 99.84 99.99 99.98 99.81 99.78 99.84

David Guijo-Rubio et al. (2021) (%) – – – – – – – – – – – –

Najmeh Haseli et al. (2012) (%) – – – – – – – – – – – –

Raji et al. (2017) (%) 98.33 97.14 – – – – – – – – – –
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